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ABSTRACT

The presence or absence of a magnetic field determines the nature of how a planet interacts with the solar wind and what paths are
available for atmospheric escape. Magnetospheres form both around magnetised planets, such as Earth, and unmagnetised planets,
like Mars and Venus, but it has been suggested that magnetised planets are better protected against atmospheric loss. However, the
observed mass escape rates from these three planets are similar (in the approximate (0.5−2) kg s−1 range), putting this latter hypothesis
into question. Modelling the effects of a planetary magnetic field on the major atmospheric escape processes, we show that the escape
rate can be higher for magnetised planets over a wide range of magnetisations due to escape of ions through the polar caps and cusps.
Therefore, contrary to what has previously been believed, magnetisation is not a sufficient condition for protecting a planet from
atmospheric loss. Estimates of the atmospheric escape rates from exoplanets must therefore address all escape processes and their
dependence on the planet’s magnetisation.
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1. Introduction

Due to the interaction between the planetary environment and the
solar wind, a boundary region is formed around both magnetised
and unmagnetised planets. This creates an obstacle to the solar
wind flow, deflecting most of it. At a magnetised planet, the mag-
netosphere is the part of space dominated by the planetary mag-
netic field, and the magnetopause is the outer boundary of the
magnetosphere (Fig. 1a). Around an unmagnetised planet with
an atmosphere (Fig. 1b), an induced magnetosphere is formed
(Russell 1993). Its outer boundary is called the induced magneto-
sphere boundary (IMB; Lundin et al. 2004). The ionospheres of
the unmagnetised planets are not magnetically connected to the
solar wind, but the IMB is located closer to the planet than the
magnetopause is to a magnetised planet. Observations of their
magnetic topologies put Venus and Mars in the unmagnetised
and Earth in the magnetised category (Russell 1993) (see Ap-
pendix A.1 for a mathematical description of the distinction be-
tween magnetised and unmagnetised planets).

These differences in magnetic topology affect the atmo-
spheric escape processes at work (Lundin et al. 2007). What we
can learn about the role of planetary magnetisation in protect-
ing the atmospheres of planets in our solar system will form the
foundation for our understanding of how atmospheres of mag-
netised and unmagnetised planets in other solar systems evolve.
This has major implications for the assessment of the habit-
ability of these exoplanets. We estimate the escape rates of the
major atmospheric escape processes and their dependencies on

various factors using a parameterised model, describing the es-
cape rates as functions of planetary magnetic dipole moment.
The results are applied to the terrestrial planets, computing es-
cape rates for hypothetical Venus-like, Earth-like, and Mars-
like planets that have the atmospheric properties these plan-
ets have today. Venus, Earth, and Mars are all rocky plan-
ets with atmospheres for which satellite-based measurements
of atmospheric escape are available (e.g., Barabash et al. 2007;
Strangeway et al. 2005; Lundin et al. 2004). For present-day
conditions, the escape rates we arrive at in this work are about
0.5 kg s−1 for Venus, 1.4 kg s−1 for Earth, and between 0.7 kg s−1

and 2.1 kg s−1 for Mars (Fig. 2a). We specify a range rather
than a single number for Mars because of the uncertainties in
the escape rate caused by dissociative recombination of molec-
ular oxygen ions (Appendix A.2). Earth’s magnetic moment
is 7.77× 1022 A m2, while measurements at the unmagnetised
planets Mars and Venus have shown that their magnetic mo-
ments are below 2× 1018 A m2 and 7× 1018 A m2, respectively
(Acuña et al. 2001; Olson & Amit 2006; Luhmann et al. 2015)
(V, M and E in Fig. 2). For reference, the magnetic moment
of Jupiter, a highly magnetised planet with a magnetic moment
of 1.56× 1027 A m2 (Guillot et al. 2004), is indicated in the dia-
gram. However, Jupiter’s magnetosphere is a more complicated
system, with additional internal plasma sources driven by its
moons, and the model used here is not applicable to that planet.

The escape rates depend on the solar ultraviolet (UV) flux
and the properties of the atmosphere and solar wind, and these
conditions may change over the lifetime of a planetary system
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Fig. 1. Magnetic configuration. Schematic drawings of the magnetic
configurations of magnetised and unmagnetised planets. Panel a: mag-
netised planet with the magnetopause (MP), the polar caps (PC), and
the cusps shown in red. The maximum distance between the dayside
MP and the planet–sun line, rc, is used in the model (Appendix A).
Panel b: unmagnetised planet showing the induced magnetosphere
boundary (IMB).

(Lammer 2013). Other planetary properties may be correlated
with the presence of a magnetic field; for example, planetary
size and rotation may affect both the magnetic dynamo and, via
plate tectonics, the density and composition of the atmosphere.
We emphasise the physical effects of planetary magnetic fields,
considering only the average present-day solar conditions and
using the average present-day values of planetary parameters
other than the magnetic moment. We consider only hydrogen and
oxygen, since these are the most populous exospheric species.

2. Escape processes

A number of different processes contribute to atmospheric
escape: Jeans escape, dissociative recombination, cross-field ion
loss, ion pickup, sputtering, and escape through the cusp and the
polar cap. We model each of these, bringing them together to
obtain the total escape rate as a function of planetary mag-
netic moment (see Appendix A.2 for calculation details). Two
of the modelled processes are independent of the magnetic
moment, and their contributions are included as constants
(Appendix A.2): Jeans escape (Öpik 1963), where the tail of the
thermal distribution reaches escape energy, and dissociative re-
combination of oxygen molecules (Cravens et al. 2017), which
produces oxygen atoms with energies above the escape energy
of Mars but not above that of the heavier planets.

Cross-field ion loss, in which ions are transported slowly
across magnetic field lines, eventually escaping, depends only
weakly on the magnetic moment. Since ions are seen to mi-
grate across field lines on all the terrestrial planets – through
the plasmaspheric wind and plumes at Earth (Lemaire & Schunk
1992; André & Cully 2012) and directly from the ionosphere
at Mars and Venus (Lundin et al. 2008; Nordström et al. 2013;

Fig. 2. Mass escape rates for Venus-like, Earth-like, and Mars-like plan-
ets. Panel a: total mass escape rates. Panel b: neutral mass escape rates.
For escape from Mars, the two curves represent high (HDR) and low
(LDR) estimates of dissociative recombination of molecular oxygen.
The magnetic moments of present-day Earth and Jupiter are marked on
the horizontal axis for reference. The horizontal arrow indicates the un-
magnetised character of Venus and Mars.

Edberg et al. 2011) – and, on average, escape is unhindered by
the magnetic field, we treat cross-field ion loss as one single pro-
cess, although the microphysical processes behind it are likely to
be different at the different planets.

In ion pickup, atoms of the exosphere located outside the MP
or IMB are ionised and picked up by the solar wind. Its contribu-
tion is significant in the 1024−1025 s−1 range for Mars and Venus
(Lammer 2013; Ramstad et al. 2015; Masunaga et al. 2013), but
decreases rapidly when the magnetosphere grows with increas-
ing magnetic moment (Appendix A.2 and Fig. 3). It is therefore
an insignificant process for Earth. For an unmagnetised Earth-
like planet, it would be significant for hydrogen but not oxygen.
The difference between the species, and between the planets, is
largely determined by the scale height, which depends on the
temperature and atomic mass of the species as well as the mass
of the planet (see Table A.1 for numerical values).

Atmospheric sputtering is caused by ionospheric ions swept
up and accelerated by the solar wind that then reimpact the iono-
sphere, colliding with exospheric oxygen atoms, giving these
enough energy to escape the planet (Luhmann & Kozyra 1991).
The ion gyroradius decreases with an increasing magnetic field.
Therefore, the region from which newborn ions can reach the
exobase shrinks with increasing planetary magnetic moment.
Also, the magnetosphere shields this region from the convective
electric field of the solar wind. Sputtering therefore decreases
with an increasing magnetic moment (Fig. 3). The gyroradius
is larger for oxygen ions than for protons, and the sputter-
ing efficiency is higher for ions sputtering their own neutrals.
Therefore, only oxygen ions sputtering neutral oxygen are sig-
nificant. The sputtering escape rate is 6× 1024 s−1 for Venus
(Luhmann & Kozyra 1991; Nordström et al. 2013), and would
be similar for unmagnetised Earth-like planets, while it is at most
5× 1023 s−1 for Mars (Chaufray et al. 2007). Yet, Jakosky et al.
(2017) speculated that sputtering could have been a significant

L3, page 2 of 8

http://dexter.edpsciences.org/applet.php?DOI=10.1051/0004-6361/201832934&pdf_id=1
http://dexter.edpsciences.org/applet.php?DOI=10.1051/0004-6361/201832934&pdf_id=2


H. Gunell et al.: Magnetic fields and atmospheric escape

Fig. 3. Escape rates for different processes. Escape rates are shown for the processes that depend on the planetary magnetic moment. Hydrogen
escape rates are shown in panels a, c, and e, and oxygen escape rates in panels b, d, and f. Venus-like planets are shown in panels a and b; Earth-like
in panels c and d and Mars-like in panels e and f. The magnetic moments of present-day Earth and Jupiter are marked on the horizontal axis for
reference. The horizontal arrow indicates the unmagnetised character of Venus and Mars.

escape mechanism for Mars in the past. The sputtering rate falls
off quickly with increasing magnetic moment as a planet enters
the magnetised range (Fig. 3). Escape rates from sputtering
caused by precipitation in the auroral zone have been estimated
to be 8× 1023 s−1 (Shematovich et al. 2006). This can be seen as
a lower limit of the sputtering escape rate, but it is negligible in
comparison with other processes.

The polar caps are the regions around the magnetic poles
where the magnetic field lines are open, that is to say, where they
have one end in the ionosphere and the other in interplanetary
space (Fig. 1). In the polar cap, plasma escapes by means of a
polar wind (Axford 1968). The electrons are faster than the ions,
and therefore set up an ambipolar electric field, accelerating ions
upward. The upward flux (ions m−2 s−1) depends on solar illumi-
nation, which affects the properties of the ionosphere. The flux
is small and steady compared to that in the cusps (Maes et al.
2016), but the area of the polar cap is larger than that of the cusp
by an order of magnitude. The escape rate scales with the area
of the polar caps (defined in Appendix A.1). It is highest for the
magnetic moment just above the transition from an unmagne-
tised to a magnetised planet, where the polar cap is at its max-
imum size, and for hydrogen this is the highest peak (Fig. A.1).
The polar cap escape rate then falls off with increasing magnetic
moment. For an unmagnetised planet, there is no polar cap. To
define the transition between the magnetised and unmagnetised
states we compare the MP standoff distance to the standoff dis-
tance of the IMB (see Appendix A.1 for details).

The cusp is the part of the polar cap that maps magnetically
to the dayside MP (Fig. 1). In that region, solar wind plasma
first flows planetward along the magnetic field and then reverses
direction due to the magnetic mirror force. Kinetic energy is car-
ried into the cusp by this plasma, and energy can also be trans-
ferred by a Poynting flux in the same direction (Strangeway et al.
2005). This energy contributes to heating of ionospheric particles
leading to their subsequent escape. For low magnetic moments,
the escape rate from the cusp is proportional to the area of the

cusp and to the incident energy flux (Moore & Khazanov 2010),
which increases with the cross section of the magnetosphere πr2

c ,
where rc is the maximum distance to the planet–sun line of the
dayside MP (Appendix A.1). Therefore, the escape rate increases
with magnetic moment until a point where the maximum ion flux
that the ionosphere can supply is reached (Barakat et al. 1987)
(Appendix A.2). For higher magnetic moments, the upward flux
becomes saturated when it reaches the maximum that can be de-
livered by the ionosphere. The escape rate then decreases as the
area of the cusp decreases. This causes a peak near a magnetic mo-
ment of 2.5× 1024 A m2 (Fig. 3), about thirty times the magnetic
moment of present-day Earth.

3. Conclusions and discussion

We show that the mass escape rate, including both oxygen and
hydrogen (Fig. 2a), for each kind of planet is similar in the
unmagnetised range and for high magnetisations, that is, with
magnetic moments of the same magnitude as that of Jupiter.
In between, there are two maxima. The first corresponds to po-
lar cap escape and is dominant for hydrogen, while the sec-
ond peak is dominated by cusp escape. The escape peaks are
higher than the unmagnetised escape by a factor in the range
3–5 for Venus-like planets, 2–3 for Earth-like and less than 2
for Mars-like planets. The peaks are caused by ion escape pro-
cesses, while the combined rates for neutral escape processes,
that is, Jeans escape, dissociative recombination, and sputtering,
shown in Fig. 2b, are mostly flat.

The mass escape rate from present-day, magnetised, Earth is
somewhat higher than from an Earth-like unmagnetised planet.
The same can be said for Mars-like and Venus-like planets. With
the current outflow rate of 1 kg s−1, less than 1% of Earth’s
atmosphere is removed in a gigayear (André 2015). Even the
maximum escape rates in Fig. 2a of ∼3 kg s−1, cannot have re-
moved as much as one Earth atmosphere from any of the terres-
trial planets in the time since their formation. However, higher

L3, page 3 of 8

http://dexter.edpsciences.org/applet.php?DOI=10.1051/0004-6361/201832934&pdf_id=3


A&A 614, L3 (2018)

solar wind pressure and EUV flux in the early solar system
could have led to an expansion of the exospheres of the plan-
ets and, subsequently, higher escape rates (Lammer 2013), but
such an exospheric expansion would lead to higher escape rates
from both magnetised and unmagnetised planets. For example,
an expanded exosphere would lead to an increased cusp area,
and higher EUV flux would increase ion production and thus
raise the limiting fluxes that determine the height of the cusp es-
cape peak (Figs. 2a and 3). Previously, models of atmospheric
escape from exoplanets that only account for ion pickup and
Jeans escape (Lammer et al. 2007) have indicated that magneti-
sation is necessary for habitability; it is possible that this picture
will change when cusp and polar-cap escape processes, active at
magnetised planets, are included.

It has been argued that a significant number of the oxygen
ions leaving Earth through the cusps and polar caps return to the
atmosphere (Seki et al. 2001). However, it was later shown that
the energy of the upflowing heavy ions is high enough for them
to escape directly to interplanetary space, and that the return
flows are negligible (Nilsson 2011; Nilsson et al. 2012). This
has been confirmed in recent studies (Slapak et al. 2017a,b). For
hydrogen, the return flows are sufficient to make the magneto-
spheric H+ budget more stable, but there is still a net loss of
7.8× 1025 s−1 (Slapak et al. 2017a). The hydrogen peak at the
transition between magnetised and unmagnetised planets could
be smoothed out by processes unknown to us, as that regime is
observationally inaccessible. However, due to the 16 times larger
mass of the O+ ions, this would not change our conclusions about
the total mass escape.

While a planetary magnetic field protects the atmosphere
from sputtering and ion pickup, it enables polar cap and cusp es-
cape, which increases the escape rate. Furthermore, the induced
magnetospheres of the unmagnetised planets also provide pro-
tection from sputtering and ion pickup in the same way as the
magnetospheres of the magnetised planets. Therefore, contrary
to what has been believed and reported in the press (Achenbach
2017), the presence of a strong planetary magnetic field does not
necessarily protect a planet from losing its atmosphere. While
we model the overall behaviour, the current understanding of
the details of several escape mechanisms can still be improved,
by future theoretical and observational studies. When assessing
the habitability of planets in the emerging field of exoplanet re-
search, it is essential to properly assess the role an intrinsic mag-
netic field plays in atmospheric protection.
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Appendix A: Model description

We model the total escape rate by assuming seven escape pro-
cesses described by parametric functions. Five of these processes
are dependent on simple properties of the planetary magneto-
sphere, which is simulated assuming a magnetic field model and
solar wind dynamic pressure balance. Each escape-rate function
is defined so that it is consistent with observationally estimated
rates for the specific processes listed in Table A.1.

A.1. Magnetic model

The escape processes that affect ions depend on the MP stand-
off distance RMP, the solid angle of the polar caps Ωpc, and the
cross section of the magnetosphere πr2

c , where rc is the maxi-
mum distance from the dayside MP to the planet–sun line. For
an unmagnetised planet, rc = rIMB is the standoff distance of the
induced magnetosphere boundary. For a magnetised planet, rc is
found by tracing a magnetic field line from the subsolar MP to-
wards the planet. Assuming pressure balance between the solar
wind dynamic pressure and the magnetic pressure of the mag-
netosphere, the standoff distance of the MP can be estimated by
Voigt (1981), Grießmeier et al. (2004)

RMP =

 µ0 f 2
0 m2

dp

8π2nswv
2
sw

1/6

, (A.1)

where mdp is the magnetic dipole moment of the planet, nsw is the
solar wind density, vsw the solar wind speed, and f0 = 1.16, which
is a form factor that gives the MP a realistic shape (Voigt 1995).
A planet is considered unmagnetised if RMP < rIMB. For Mars
and Venus, rIMB is given by observations (Stenberg Wieser et al.
2015; Bertucci et al. 2011); for Earth, it is estimated assuming
a pressure balance between the exosphere and the solar wind
(Spreiter & Stahara 1992) and using a Chamberlain exosphere
(Chamberlain & Hunten 1987) for these low altitudes.

The magnetic field is traced back from the subsolar magne-
tosphere towards the planet in order to find rc and Ωpc. For rc, we
use the Voigt magnetic model (Voigt 1981) of the dayside mag-
netosphere with a superimposed southward interplanetary mag-
netic field component included:

B(x, z) = Bdp(x, z) + (2 f0 − 1)Bdp(RMP, 0) + Bsw, (A.2)

where Bdp(x, z) is the planetary dipole field and Bsw is the IMF
Bz component given in Table A.1. We model average outflow
rates based on measurements. Therefore, we use IMF Bz val-
ues that are typical during southward IMF, which is when most
of the escape occurs. When the magnetosphere is compressed
on the dayside, it is also elongated on the nightside. The po-
lar cap is pushed toward the nightside and not uniformly con-
tracted. Therefore, Eq. (A.2) and the assumption of a circular
pole-centred polar cap would lead to an underestimate of Ωpc. In-
stead we use a dipole field for finding Ωpc. A field line is traced,
in that field, from the subsolar MP down to the exobase, and the
polar cap area is approximated by a circle centred on the pole
at the exobase altitude. For a magnetic dipole, a field line that
crosses the magnetic equator at r = RMP intersects a sphere with
radius r = rexo at magnetic latitude λ given by

1 = L cos2 (λ) ,

where L = RMP/rexo is McIlwain’s L-parameter, here defined
with the exobase radius instead of the usual planetary radius in
the denominator. Therefore, λ is found by

λ = arccos

√
1
L
· (A.3)

To find the solid angle of the polar caps, we integrate from the
pole out to λ and multiply by two, because there are two polar
caps. For the magnetised range, we have

Ωpc (rIMB ≤ RMP) = 2

π
2−λ∫
0

2π sin θ dθ

= 4π
(
1 − cos

(
π

2
− λ

))
= 4π

1 − cos

π2 − arccos

√
1
L


= 4π

1 − sin

arccos

√
1
L


= 4π

1 −
√

1 −
1
L

 = 4π
(
1 −

√
1 −

rexo

RMP

)
·

(A.4)

In the unmagnetised range, the polar cap disappears, and for all
magnetic moments, we can write

Ωpc =

4π
(
1 −

√
1 − rexo

RMP

)
for rIMB ≤ RMP

0 for rIMB > RMP

, (A.5)

where rexo is the exobase radius. The values used for rIMB are
found in Table A.1.

A.2. Processes

A.2.1. Jeans escape

In Jeans escape (Öpik 1963), the atoms in the tail of the thermal
distribution have energies above the escape energy, and this en-
ables them to leave the planet. Since the escaping particles are
neutral, Jeans escape does not depend on the magnetic field. The
process is significant only for hydrogen, due to its low mass,
with escape rates on the order of 1025 s−1 for Venus and 1026 s−1

for Earth and Mars. The Jeans escape rate for species α is (Öpik
1963)

QJe,α = 4πr2
exo

√
kBTexo

2πmα
nexo,α

(
1 +

GMplanetmα

rexokBTexo,α

)
exp

(
−

GMplanetmα

rexokBTexo

)
, (A.6)

where rexo, Texo,α, and nexo,α are the radius, temperature, and den-
sity of the exobase, respectively; kB is Boltzmann’s constant;
G is Newton’s gravitational constant; Mplanet is the mass of the
planet and mα is the atomic mass of species α, which represents
either hydrogen or oxygen. Values of these parameters are shown
in Table A.1.

A.2.2. Dissociative recombination

Dissociative recombination of molecular oxygen ions produces
energetic oxygen atoms that can escape Mars but not the heav-
ier planets Earth and Venus. The escaping atoms acquire 7 eV
or less through dissociative recombination (Cravens et al. 2017)
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Table A.1. Planetary parameters.

Parameter Venus Earth Mars Unit Explanation References

rplanet 6051.8 6371 3389.5 km Mean radius of planet
Mplanet 4.867× 1024 5.972× 1024 6.417× 1023 kg Mass of planet
nsw 1.2× 107 6.0× 106 2.6× 106 m−3 Solar wind density
vsw 4× 105 4× 105 4× 105 ms−1 Solar wind speed
Bz −12 −10 −7 nT IMF Bz
rexo 6271.8 6871 3609.5 km Radius of the exobase 1, 2
rIMB 6666.8 7647 4489.5 km Radius of the IMB 3, 4
md0 <7× 1018 7.77× 1022 <2× 1018 Am2 Dipole moment 5–7
nexo,H 1.3× 109 8.5× 1010 2.5× 1010 m−3 Hydrogen density at exobase 8
nexo,O 7.5× 1010 4× 1010 5.7× 1012 m−3 Oxygen density at exobase 9–11
Texo,H 1020 900 350 K Exobase temperature 1, 8
Texo,O 6400 4100 300 K Exobase temperature 10–12
Q0,pc,H – 7.8× 1025 – s−1 Ref. rate polar cap H escape 13
Q0,pc,O – 8× 1024 – s−1 Ref. rate polar cap O escape 13, 14
Q0,cu,H – 5× 1024 – s−1 Ref. rate cusp H escape 15
Q0,cu,O – 2× 1025 – s−1 Ref. rate cusp O escape 15–17
Q0,pu,H 1.3× 1025 5.3× 1026 2.3× 1025 s−1 Ref. rate pickup H escapea 1
Q0,pu,O 1.2× 1025 7.9× 1022 2.6× 1032 s−1 Ref. rate pickup O escapea 1, 18, 19
Q0,cf,H 1.4× 1025 7.7× 1025 2.0× 1024 s−1 Cross-field ion loss rate H 20–22
Q0,cf,O 5.2× 1024 3× 1024 2.0× 1024 s−1 Cross-field ion loss rate O 21–24
Q0,ldr,O 0 0 5× 1024 s−1 Low diss. recomb. rate 25
Q0,hdr,O 0 0 5.9× 1025 s−1 High diss. recomb. rate 26
Q0,sp,O 6× 1024 6× 1024 4.5× 1023 s−1 Ref. rate sputtering 27–29

Notes. The table lists the parameters used in the escape calculation. (a) The tabulated pickup rates Q0,pu,α correspond to the hypothetical case where
the boundary is at the exobase. Actual escape rates are found by scaling according to Eq. (A.10).
References. (1) Lammer (2013); (2) Lichtenegger et al. (2006); (3) Stenberg Wieser et al. (2015); (4) Bertucci et al. (2011); (5) Acuña et al.
(2001); (6) Olson & Amit (2006); (7) Luhmann et al. (2015); (8) Anderson Jr. & Hord (1977); (9) McElroy et al. (1982); (10) Shematovich et al.
(1994); (11) Chaufray et al. (2009); (12) Nagy et al. (1981); (13) Engwall et al. (2009); (14) Maes et al. (2016); (15) Pollock et al.
(1990); (16) Nilsson (2011); (17) Slapak et al. (2013); (18) Masunaga et al. (2013); (19) Ramstad et al. (2015); (20) Lundin et al. (2009);
(21) Nordström et al. (2013); (22) André & Cully (2012); (23) Nilsson et al. (2011); (24) Welling et al. (2015); (25) Lammer & Bauer (1991);
(26) Cravens et al. (2017); (27) Luhmann & Kozyra (1991); (28) Lammer et al. (2006); (29) Chaufray et al. (2007).

and that makes it difficult to directly observe the escaping flux
with particle detectors. Recent estimates give an escape rate of
5.9× 1025 s−1 for this process (Cravens et al. 2017), which would
make it the dominant escape process at Mars. Earlier estimates
have been one order of magnitude lower (Lammer & Bauer
1991). There is reasonable agreement on the production rates of
the fast oxygen atoms. What differs between the estimates is the
cross section used for collisions that may prevent the fast atoms
to escape. Experimental determination of these cross sections is
lacking, and the estimates are based on theoretical models. To
reflect the range over which this can cause the Mars oxygen es-
cape rates to vary, we have computed our escape rates for two
different values: one low (Lammer & Bauer 1991) Q0,ldr,O (dot-
ted lines in Figs. A.1 and 2) and one high (Cravens et al. 2017)
Q0,hdr,O (solid lines). As these values do not depend on the plan-
etary magnetic field they do not affect the conclusions on the
magnetic field dependence of the total escape rates.

A.2.3. Cross-field ion loss

Cross-field ion loss includes the plasmaspheric wind and plumes
on magnetised planets (Lemaire & Schunk 1992; André & Cully
2012) and ions being lost directly from the ionosphere at the
unmagnetised planets (Lundin et al. 2008; Nordström et al.
2013; Edberg et al. 2011). On unmagnetised planets, the ions
drift across magnetic field lines on the dayside and the nightside

contribution is insignificant (Fränz et al. 2015). Although night-
side escape may be better described as unmagnetised rather than
cross-field, we include it here as it is too insignificant to warrant
a category of its own. Loss from the polar caps is not included
in cross-field ion loss, since that plasma escapes without moving
across magnetic field lines and is accounted for under polar cap
escape. At magnetised planets a dense plasmasphere is built up,
which is subsequently lost through the dayside magnetopause
or the tail via plasmaspheric plumes or a plasmaspheric wind.
While this leads to an escape that is highly variable with time,
the average escape rates depend on the ionospheric conditions.
For current conditions, the solar activity ensures sufficient cross-
field transport so that the average escape rates can be modelled
as constants multiplied by the fraction of the ionospheric surface
area that is outside the polar cap:

Qcf,α = Q0,cf,α
1 − Ωpc

4π

1 − Ωpc,planet

4π

, (A.7)

where Ωpc is the solid angle of the polar caps combined for
the hypothetical Venus-like, Earth-like, and Mars-like planets,
and Ωpc,planet is the solid angle of the polar caps combined for
these planets today, that is, zero for Mars and Venus and 0.63 sr
for Earth. The specific constants, Q0,cf,H and Q0,cf,O are tabu-
lated in Table A.1. The magnetic field dependence introduced in
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Fig. A.1. Hydrogen and oxygen escape rates for Venus-like, Earth-like,
and Mars-like planets. For oxygen escape from Mars, the two curves
represent high (HDR) and low (LDR) dissociative recombination es-
timates. The magnetic moments of present-day Earth and Jupiter are
marked on the horizontal axis for reference. The horizontal arrow indi-
cates the unmagnetised character of Venus and Mars.

Eq. (A.7) does not significantly affect the total escape rates that
include all processes.

A.2.4. Ion pickup

The pickup ion escape rate is proportional to the number of neu-
trals in the exosphere that are present outside the magnetopause
or IMB. We assume a spherically symmetric exosphere in which
the density is proportional to exp (−r/hα), where

hα =
kBTexor2

exo

GMplanetmα
(A.8)

is the scale height for species α. The number of neutral particles
of species α outside a radius r is proportional to

Nα (∞) − Nα (r) ,

where the function Nα (r) is defined

Nα (r) =

r∫
0

4πr′2e−
r′
hα dr′ =

8πh3
α − 4π

(
2h3

α + 2h2
αr + hαr2

)
e−

r
hα . (A.9)

Allowing Q0,pu,α to be the pickup escape rate when the boundary,
that is, MP or IMB, is at the exobase, and rb the planetocentric
distance of that boundary, the escape rate for ion pickup is

Qpu,α = Q0,pu,α
Nα (∞) − Nα (rb)

Nα (∞) − Nα (rexo)
=

Q0,pu,α
2h3

α + 2h2
αrb + hαr2

b

2h3
α + 2h2

αrexo + hαr2
exo

e
rexo−rb

hα . (A.10)

The meaning of the constant Q0,pu,α in Eq. (A.10) is the es-
cape rate for the hypothetical case where the boundary is at the
exobase. The values of Q0,pu,α in Table A.1 are scaled so that
Eq. (A.10) yields the observed escape rates when rb is equal to

the observed standoff distances of the boundaries at Mars and
Venus. For Earth, the magnetic field prevents measurements that
could be used for Earth-like planets. Therefore, we instead scale
the Venus value,

Q0,pu,α,E = Q0,pu,α,V ·
nexo,α,E · e

−
rIMB,E−rexo,E

hα,E

nexo,α,V · e
−

rIMB,V−rexo,V
hα,V

, (A.11)

where E and V in the subscripts mean Earth and Venus, respec-
tively.

A.2.5. Sputtering

Sputtering is proportional to the ratio of the number of neutrals
within one gyroradius rg above the exobase to the total number
of neutrals above the exobase. We have

Qsp,O = Q0,sp,O

rexo+rg∫
rexo

r2e−
r

hO dr

∞∫
rexo

r2e−
r

hO dr

= Q0,sp,O

1 − 2h2
O + 2hO

(
rexo + rg

)
+

(
rexo + rg

)2

2h2
O + 2hOrexo + r2

exo
e−

rg
hO

 . (A.12)

The energy of the impacting ions depends on the solar wind
properties and the size of the magnetosphere. We have assumed
that 1 keV O+ ions are typical. Luhmann & Kozyra (1991)
showed that the distribution functions of the impacting ions de-
crease rapidly above that energy. The reason is that for ions to
reach high energies they must be accelerated over long distances
and therefore start their journey farther away from the planet
where the source density is small. As the magnetosphere grows
the convective electric field of the solar wind is shielded from
the inner magnetosphere, further contributing to the falloff of the
sputtering rate with magnetic moment. We have not attempted to
model this effect, as it would modify the result only in a region
where sputtering escape is already insignificant. The sputtering
reference rate for Mars in Table A.1 is the mean of the solar min-
imum and maximum rates (Chaufray et al. 2007). There are no
estimates for Earth in the literature since sputtering is prevented
by the magnetic field. We have used the Venus sputtering es-
cape rate (Luhmann & Kozyra 1991; Lammer et al. 2006) also
for Earth, because Earth and Venus are similar in size, mass, and
exosphere temperature.

Sputtering in the auroral zone on Earth has been estimated at
8× 1023 s−1 (Shematovich et al. 2006). We use this value scaled
by the square of the exobase radius,

8× 1023 s−1
(

rexo

rexo,Earth

)2

,

as a lower limit to sputtering escape (Fig. 3). This estimate does
not take any of the auroral physics into account, but at 8× 1023 s−1,
or below, the contribution to the total escape rates is negligible.

A.2.6. Polar cap escape

The rate of escape from the polar cap is proportional to the polar
cap area, and therefore to Ωpcr2

exo, the solid angle of the polar
cap multiplied by the exobase radius squared. The escape rate
for present-day Earth, Q0,pc,α, is found in Table A.1. For other
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planets and magnetic moments, the rate is scaled in proportion
to Ωpcr2

exo.

Qpc,α = Q0,pc,α
Ωpc

Ωpc,E

(
rexo

rexo,E

)2

. (A.13)

Escape rates for the individual processes that depend on mag-
netic moment are shown in Fig. 3.

A.2.7. Cusp escape

Kinetic energy of the plasma that enters the cusp from the day-
side magnetopause is transferred to wave energy through plasma
instabilities. Energy is also transferred from the solar wind to the
low altitude cusp by Poynting flows (Strangeway et al. 2005).
This energy heats the plasma at low altitude, causing it to escape
as perpendicular kinetic energy is converted to parallel energy
by the magnetic mirror force. The cusp escape rate behaves dif-
ferently for low and high magnetic moments. At low magnetic
moments, the escape rate from the cusp is proportional to the
available solar wind energy, which is proportional to the cross
section of the magnetosphere, πr2

c . The upgoing ion flux is lim-
ited by what the ionosphere can supply (Barakat et al. 1987),
causing saturation for high magnetic moments. For all magnetic
moments, the escape rate is proportional to the area of the cusp,
which is proportional to the solid angle of the polar cap and the
radius of the exobase squared. Therefore, we have, in total,

Qcu,α = min

Q0,cu,α

(
rc

rc,E

)2

,Qmax,0,cu,α

· Ωpc

Ωpc,E

(
rexo

rexo,E

)2

, (A.14)

where Q0,cu,α is the cusp escape rate for present-day Earth, tab-
ulated in Table A.1. For Earth, the limiting rates were found by
Barakat et al. (1987) by computing ionisation and vertical trans-
port in the ionosphere, and these limiting rates are Qmax,0,cu,H =
5× 1025 s−1 for hydrogen and Qmax,0,cu,O = 2× 1026 s−1 for oxy-
gen, that is, ten times higher than the average rates in Table A.1.
For Venus and Mars, we assume that the flux is the same as for
Earth, and the limiting escape rates scale with the factor

Ωpc

Ωpc,E

(
rexo

rexo,E

)2

in Eq. (A.14). Scaling in this way introduces an uncertainty.
However, the ionospheric electron densities and the composition
of the escaping plasma are similar at the three planets – the H+ to
O+ ratio of the escaping plasma is about 1 for Mars (Lundin et al.
2009), 2 for Venus (Barabash et al. 2007), and 0.25 for Earth
(Table A.1) – and therefore the scaling procedure provides a rea-
sonable approximation of the value and position of the peak at
cusp outflow saturation. Modelling the escape rate according to
Eq. (A.14), we assume that all ions leaving the cusp escape and
that the return flows are negligible, which is consistent with ob-
servations by the Cluster spacecraft (Nilsson 2011; Nilsson et al.
2012; Slapak et al. 2017a,b).

A.2.8. Other means of escape

There are mechanisms that we have not included in our model.
Ions that are present on magnetospheric field lines that are
opened by reconnection at the dayside magnetopause may es-
cape directly. Some of these are observed by the spacecraft
that measure outflow from the cusp and they are therefore au-
tomatically included in the estimates. Ions located closer to
the reconnection site may escape directly, but their contribu-
tion is not expected to be significant due to the low density in
the region.

Unlike particles originating in the cusps and polar caps,
which can escape directly, outflows from the auroral zone occur
on closed field lines. Outflowing ions may meet different fates:
they may return to the ionosphere, as in regions with outflow
there is also precipitation (Newell et al. 2009), or they may drift
across field lines and escape through the magnetopause or along
the magnetotail. While further research is needed to determine
the rates of escape and precipitation from the plasma sheet, these
processes can only add to the escape rates at magnetised planets,
and contributions from them do not change the conclusions of
this paper.

We treat Mars as a completely unmagnetised planet. This is
a simplification, since there are crustal fields that cause mag-
netic loops to be present in the Martian southern hemisphere
inside the IMB. Although there is a possibility that such mag-
netic loops may affect escape rates, Mars Express observations
(Nilsson et al. 2006) showed only an insignificant influence on
the detected planetary ions.
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