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Abstract. A laboratory plasma device is proposed to simulate the downward
current region of the aurora. In this device, a discharge in neon is used as a
plasma source to represent the hot plasma of the magnetosphere, and a sodium Q-
machine source represents the ionospheric plasma. An electrostatic Vlasov model
is used to simulate both the downward current region itself and the proposed
laboratory analogue. All important phenomena that appear in the simulation of
space are found in the laboratory simulation too: a double layer carries most of
the potential difference; double layers are in constant motion in the direction of
decreasing magnetic field; electron phase space holes appear on the high potential
side of double layers and these holes carry a part of the potential difference during
double layer disruptions. The ability to simulate auroral physics in the laboratory
is better for the downward than the upward current region, because of the lower
levels of ion acoustic-like waves in the laboratory model of the former region.
Better laboratory–space agreement is found when the discharge and Q-machine
ions are of similar masses. If the masses differ significantly, as they do when
using helium together with sodium ions, waves on the ion time scale dominate
the plasma on the low potential side of the double layer, and there is a tendency
toward multiple double layers appearing simultaneously at different locations.
The experiment is suitable for the study of heating processes that occur in the
downward current region and to address the behaviour of the current–voltage
relationship for low voltages.
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1. Introduction

The auroral current circuit comprises the ionosphere,
the equatorial magnetosphere, and the upward and
downward current regions. The current is driven by
a generator, which usually is thought to be located in
the magnetosphere [1]. In the upward current region
electrons are accelerated downward to cause the well-
known light emissions, and in the downward current
region electrons are accelerated up into space to close
the current circuit.

Double layers have been observed in both the
upward [2] and the downward [3] current regions,
and they contribute to the electron acceleration. A
double layer is a space charge structure, embedded
in the plasma, that can carry a large potential drop.
The physics of double layers and their formation was
reviewed by Raadu [4]. It has been shown that, in a
magnetic mirror field configuration, a double layer can
have a stable equilibrium position when its polarity
is such that it accelerates electrons in the direction
towards a stronger magnetic field, and this is the
case in the upward current region [5]. This has been
confirmed by Vlasov simulations [6]. If there are
fluctuations in the circuit, these affect the equilibrium
and may cause fluctuations in both the double layer
voltage and position [7]. In the downward current
region no stable equilibrium exists, and therefore the
double layers are always in motion even for stationary
boundary conditions [8]. Observations by the Fast
Auroral Snapshot (FAST) spacecraft in the downward
current region were explained using a pressure-cooker
model. In a pressure-cooker model an electric field
confines ions to low altitudes, where they are heated
by waves until their energy is large enough to allow
them to escape [9]. A modified pressure-cooker model
was later proposed, replacing the static electric field by
moving double layers [10].

Laboratory experiments on electric fields parallel
to the magnetic field in magnetic mirror configurations
have been performed in Q-machines [11, 12] and
particle in cell simulations have been used to model
the experiments [13]. Double layers have also been
seen in laboratory experiments [14, 15, 16, 17]. Waves
on the electron time scale that appear on the high
potential side of double layers have been studied
using theory, simulations, and laboratory experiments
[18, 19, 20, 21].

Gunell, et al. [22] proposed an experiment to
simulate the upward current region in the laboratory.
Using Vlasov simulations of both the space and
laboratory environments it was shown that similar
potential profiles, involving double layers, form in both
the laboratory and space systems. It was also found
that ion acoustic waves that are heavily damped in
space are only weakly damped in the laboratory, and

that the acceleration voltage should be chosen so that
the excitation of ion acoustic waves is kept low.

In this paper, we conduct electrostatic Vlasov
simulations in order to investigate whether this kind
of device can be used to study the physics of not only
the upward, but also the downward current region of
the aurora. By using Vlasov simulations we include
kinetic phenomena such as phase space holes that have
been shown to be part of the double layer disruptions
that occur in the downward current region [8, 23].

2. Simulation model

We use an electrostatic Vlasov simulation code [6],
which is one-dimensional in configuration space and
two-dimensional in velocity space. The spatial
dimension is the coordinate z along the magnetic field
line, where z = 0 is at the magnetic equator and
z = 5.5×107 m is at 120 km altitude in the ionosphere.
In the simulations of the laboratory device, z = 0
and z = 3 m are at the corresponding ends of the
main plasma chamber as shown in figure 1. The
velocity dimensions are represented by the velocity
vz parallel to the magnetic field and the magnetic
moment µ = mv2⊥/ (2B (z)). Thus, we write the
distribution function f(z, vz, µ, t), and because the
magnetic moment is an adiabatic invariant we have
µ̇ = 0. The µ̇ = 0 approximation is valid as
long as the change of B experienced by a particle
is insignificant over one gyrational period. This has
been verified for the space case by performing three-
dimensional test particle simulations where the µ̇ = 0
approximation was not used [6]. For the simulations
of the experimental device presented here the parallel
velocity is low enough for µ̇ = 0 to hold for all electrons
and all thermal ions. There is a minority of accelerated
ions that may reach parallel speeds that could yield
a significant magnetic field change in over gyration.
However, these ions stay at high |vz| values only for
short periods of time, and test particle simulations
show that the total change in µ over 200µs, which is
longer than the duration of the Vlasov simulations, is
less than 4.7 %. Therefore a constant µ is a reasonable
approximation also for the ions. Implications for
the magnetic design of an experimental device are
discussed in Appendix B.

The forces that are included in this model
come from the magnetic mirror field, the parallel
electric field, and, in the space case, the gravitational
field. When simulating the laboratory experiment the
gravitational acceleration ag is set to zero. We solve
a system constituted by the Vlasov equation and a
Poisson type equation adapted to the magnetic field
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Figure 1. Schematics of the two simulated systems. (a) An auroral field line. The equatorial magnetosphere is at z = 0 and the
ionosphere at z = 5.5 × 107 m, which corresponds to an altitude of 120 km. The photograph shows an aurora in Kiruna in Sweden
2 October 2013. (b) Laboratory experiment. On the left a gas discharge represents the plasma of the magnetosphere, and on the
right a Q-machine source represents the ionosphere. The pressures in the different sections of the vacuum vessel, p1, p2, and p3, and
the cross sections of the apertures, A1 and A2, are used in the pressure estimate in Appendix A.
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where S is the flux tube cross section at a reference
point, and BS is the magnetic flux density at that
point. In (2), ρl is the charge per unit length of the
flux tube. It is found by integrating the distribution
functions over velocity space for all species s:

ρl =
∑
s

qs

∫
fs(vz, µ)dµdvz. (3)

On the right-hand side of (2) an artificial relative

dielectric constant εr has been introduced in order to
reduce the computational effort. It allows larger grid
cells and longer time steps, because λD ∼

√
εr and

ωp ∼ 1/
√
εr. A consequence of having εr > 1 is that

the widths of double layers and phase space holes are
overestimated by a factor of

√
εr. However, if these

widths are kept small in comparison with typical length
scales for the overall changes of the plasma properties,
the exact values of the widths are not important for
the results of the simulation. In the simulations of
space, reported in section 3, εr = 8100 is used. In
the simulations of the laboratory experiment, reported
in section 4, the overall demand on computational
resources is less severe, allowing the natural εr = 1
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Table 1. Parameters used in the simulations at the
magnetospheric and ionospheric boundaries in space and the
discharge and hot plate ends of the laboratory device.

Space Laboratory

Magnetosph. Ionosphere Discharge Hot plate

z 0 5.5× 107 m 0 3m

B 0.086µT 56µT 0.02T 0.5T

V 0 -400V 0 -(10–25)V

kBTe 125 eV 50 eV 10 eV (1–2) eV

kBTi 625 eV 50 eV 0.03 eV (1–2) eV

ion H+ H+ He+, Ne+ Na+

ne 3× 105 m−3 109 m−3 1014 m−3 1015 m−3

to be used. For example, the width of the double layer
in the space simulation, shown in figure 2(d) below, is
150 km, and the effective Debye length at the double
layer position is 3.4 km. As εr = 8100 the scaling factor
is 90, and the predicted double layer width and Debye
length in space would be 1.7 km and 38 m respectively.
In the simulation of the laboratory experiment, in
figure 4(a), the double layer width is 23 mm and the
Debye length 0.3 mm. In both cases the value of the
Debye length is taken from the low potential side,
where it is shorter than on the high potential side.
These values are in agreement with the double layer
widths of “some tens of plasma Debye lengths” that
were reported from laboratory experiments [15].

A stationary magnetic field is prescribed. For
the space simulations we use an approximation of the
L = 7 shell of a magnetic dipole field. This corresponds
to the geometry that is illustrated in figure 1(a). For
the laboratory simulations we use a field that can
be generated by the coils in figure 1(b). The model
being electrostatic, Alfvén waves are not included in
our results, and we are restricted to the study of
electrostatic aspects of the aurora. More information
about the simulation model can be found in [6].

3. The downward current region

In our previous paper on the downward current region,
five different simulation runs for the downward current
region were presented [8]. Here we present one case,
for which we outline the physics, and then we compare
these results to simulations of the laboratory setup
in section 4. The parameters at the boundaries of
both the space and laboratory cases are shown in
table 1. In the simulations of the space plasma all
ions that we simulate are protons, and the simulation
also includes electrons. Populations entering the
simulated region from the two boundaries are treated
as different species. Thus we have four species:
electrons from the magnetosphere; ions from the
magnetosphere; electrons from the ionosphere, and

ions from the ionosphere. At t = 0 the system was
filled with a constant density (n = 3 × 105 m−3) of
the magnetospheric species. The initial density of the
ionospheric species was zero throughout the system.
For t > 0 both ions and electrons from the ionosphere
are allowed to enter the system. The initial distribution
functions are Maxwellian, and the distributions at the
boundaries are Maxwellian throughout the simulation.
The total potential difference indicated in table 1 is
kept constant during the course of the simulation.

In the downward current region there are heating
processes at work which cannot be modelled self-
consistently within an electrostatic model. Instead
we set the temperature of the ionosphere to 50 eV
as a boundary condition. This produces plasma
temperatures that are consistent with the observations
by Andersson et al. [3] at the altitude where these
observations were made. The main difference between
the simulations reported in this section and those
previously published [8] is that the temperature of the
species that have their origin at the magnetosphere is
lower here by a factor of 4. The observations of double
layers in the downward current region do not put severe
constraints on the temperature of these species [3], and
we lowered the temperature, within the limits of what
is realistic, to see how that influences the results.

Figure 2 shows a summary of a computer
simulation of the downward current region. At t = 75 s
it is seen in figure 2(d), which shows the plasma
potential as a function of z, that a double layer is
present at z = 5.0 × 107 m (altitude approximately
5100 km) where there is sharp potential drop. Double
layers are created by instabilities when the relative
drift velocity between the ion and electron populations
becomes too large. In this way a field aligned potential
drop can be supported in a collisionless plasma. It is
seen in figure 2(g) that electrons from the ionosphere
are accelerated by the double layer voltage, forming a
beam on the high potential side. The beam travels
through a narrow gap region, without significant
electric fields. Such a gap region has been observed
by satellites [3] and in laboratory experiments [14, 18].
When a distinct gap region exists, there is a laminar
flow of electrons through the double layer. We call
this a laminar double layer. When a double layer is
disrupted, the electron flow becomes turbulent, and
that is called a turbulent double layer [24].

Beyond the gap, electron phase space holes
are formed by the interaction between the electron
beam and the electrons of the background plasma.
These holes are seen in both the ionospheric and
magnetospheric electron populations in figures 2(g)
and 2(e) respectively. The net charge of the electron
holes is positive, and the corresponding positive peaks
in the plasma potentials are seen in figure 2(d).
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Figure 2. Summary of the Vlasov simulation of the downward current region of the aurora. (a) The electric field in a z− t diagram
for z ≥ 3.5 × 107 m. (b) Electric field at z = 5.265 × 107 m (altitude 2470 km). This position is indicated by the horizontal black
line in panel (a). (c) Current density scaled to the ionospheric side of the system. (d) Plasma potential as a function of z at
t = 75 s. (e–h) phase space densities for (e) magnetospheric electrons; (f ) magnetospheric protons; (g) ionospheric electrons; and
(h) ionospheric protons. (i–l) Plasma potential for t = 30, 40, 50, and 60 s. (m–p) Phase space density for ionospheric electrons for
t = 30, 40, 50, and 60 s. (q–t) Phase space density for ionospheric protons for t = 30, 40, 50, and 60 s. All phase space densities,
f(z, vz), have been normalised so that integrals over all vz yield ns/B. The unit for f(z, vz), shown by the colour scales in panels
(d–g) and (l–s) is m−4T−1s.
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Ions on the high potential side are accelerated in
the double layer toward lower altitudes. This is seen
in figure 2(h), where the accelerated ions form a beam
on the low potential side. The beam interacts with
the ion background, and this leads to the breakup
of the beam and to heating of the ionospheric ion
population. While the breakup of the beam itself can
be interpreted as heating of the ions, more effective
perpendicular heating processes are not included in
the present model. Instead the temperature at the
ionospheric boundary is kept at kBT = 50 eV, which
gives temperatures in agreement with observations at
the altitudes where these took place. Ion acceleration
is seen also in figure 2(f ), but since the magnetospheric
ions are warmer no distinct beam is formed.

The generalised Langmuir condition is an exis-
tence criterion, which requires a balance of the total
pressure across the double layer [4]. If this can be sat-
isfied only in a moving frame of reference, the dou-
ble layer is forced to move. It has been shown that
in a magnetic mirror configuration, a stable equilib-
rium double layer position can exist if the electrons
are accelerated toward the stronger magnetic field, as
in the upward current region, and that this equilib-
rium is unstable if the electrons are accelerated toward
the weaker magnetic field, as in the downward current
region [5]. The stability argument is based on the dif-
ferent behaviours of the species that enter the magnetic
mirror from its two ends. The density of the magne-
tospheric species is approximately constant, while the
density of the ionospheric species decreases as the flux
tube expands when they move into regions of weaker
magnetic field. Double layer motion is also discussed
in [8].

The motion of the double layer can be followed
in figure 2(i–l), showing the plasma potential as a
function of z for times t = 20, 30, 40, and 50 s; panels
(m–p) show the corresponding phase space densities
f(z, vz) of the ionospheric electrons; and panels (q–t)
show phase space densities of ionospheric ions. The
double layer moves upward (toward lower z values)
until it is disrupted, then a new double layer is formed
near the ionosphere, and the process repeats itself. It
is seen in figure 2(k) that at t = 40 s a new double
layer has just formed at z ≈ 5.45 × 107 m (altitude
635 km), close to the right-hand end of the figure. At
the same time the old double layer is about to fade
away at z ≈ 4.74 × 107 m (altitude 7.7 × 103 km).
The reason for this disruption of the double layer is
that as it reaches a high enough altitude, the density
of the ionospheric electrons has fallen so much, by
expansion of the flux tube in the decreasing magnetic
field, that the Langmuir condition can no longer be
satisfied [8]. During the disruption a larger part of the
voltage drop is carried by the phase space holes than

by the double layer. The ambipolar electric field on
the low potential side, seen as a positive slope on the
plasma potential curve in figure 2(i), vanishes during
the disruption. When it does, the electron–ion relative
velocity increases at low altitude, creating favourable
conditions for double layer formation in that region.

The double layer motion is also seen in the z–t
diagram of the electric field in figure 2(a), where the
large spotted regions are dominated by electron phase
space holes, and the double layer is represented by the
high z edge of that region. The electric field associated
with the electron holes cannot be resolved completely
on the scale of the figure, and this is the reason for
its spotty appearance. The electron beam–plasma
interaction that gives rise to the electron holes affect
the magnetospheric electrons more than in the previous
paper [8]. We see holes in the magnetospheric electron
population, shown in figure 2(e). In the previous
paper, holes mostly appeared in the ionospheric
electron population. The difference is that the
temperature of the magnetospheric species is lower in
the present simulation. The phase space density of
the bulk magnetospheric electron population at the
velocity at which the holes move, about −2×107 ms−1,
is therefore lower here than in [8]. This enables holes
to form more easily in the minority magnetospheric
electron population that has been accelerated to the
same velocity range as the ionospheric electrons, there
being fewer thermal electrons resonant with the wave
electric field that moves with the velocity of the holes.
The electric field associated with the electron holes is
seen in figure 2(b), which shows the electric field E1 as
seen by a stationary observer at z = z1 = 5.265×107 m
(altitude 2470 km). This position is indicated by the
horizontal black line in panel (a). The altitude 2470 km
was chosen because it is where double layers were
observed in the downward current region by the FAST
satellite [3]. Both the amplitude of the wave field
and its temporal dependence is similar to that of the
simulations in [8].

The current density, shown in figure 2(c),
oscillates around a mean value. Because it is the
electrons from the ionosphere that carry most of the
current, this mean value is determined by the density
and temperature at the ionospheric boundary. The
fundamental period of the oscillations is the same as
the recurrence period of the double layer reformation
process. The current increases as the double layer
moves away from the ionosphere, and it reaches its
maximum at the time of the double layer disruptions,
which also is when the ambipolar electric field on the
low potential side vanishes. The ambipolar field acts
to decrease the speed of the upflowing ionospheric
electrons. When the ambipolar electric field vanishes,
the electrons can move faster and carry a larger
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current. The increased electron speed also means
that the relative velocity between the electrons and
ions increases, and that favours double layer formation
at low altitudes. There is no simple current–voltage
relationship in the downward current region, and
rather than the voltage it is the ionospheric conditions
that set the limit to the current. However, these
ionospheric conditions may depend on both the voltage
and current in the auroral current circuit.

4. Laboratory experiments

4.1. General description

An experimental setup intended to simulate the
upward current region in the laboratory was proposed
not long ago [22]. Here we use computer simulations to
explore the possibility of using the same configuration
to study the downward current region. A schematic
of the device is shown in figure 1(b), and basic
parameters are shown in table 1. In this laboratory
experiment, the magnetospheric source is represented
by a discharge on the left-hand side of the machine.
The discharge provides a plasma with an electron
temperature kBTe = 10 eV. The plasma corresponding
to the ionosphere is created by a Q-machine source on
the right-hand side. A review of Q-machines and their
contribution to the auroral physics has been published
by Koepke [25]. In a Q-machine plasma emerging from
the hot plate, both the electron and ion temperatures
are equal to the temperature of that hot plate –
about 2000 K. However, temperatures corresponding
to several electron volts have been measured in Q-
machines as a result of current-driven instabilities [26].
Since perpendicular heating cannot be included self-
consistently in our model, we instead increase the
temperature of the hot plate plasma to 1–2 eV as a
boundary condition. It was seen in simulations of
the downward current region in space that increasing
the temperature at the ionospheric boundary yields
realistic temperatures within the range that has been
observed by satellites [8].

Phase space holes are predicted in section 4.2
below for both ions and electrons. The decay of such
holes due to collisions with the neutral gas was studied
experimentally for electrons [27] and in simulations for
ions [28]. Estimating the pressure that can be obtained
in the main chamber of the device in figure 1, we find
that it can be kept low enough to avoid collisional
damping of phase space holes if the diameter of the
apertures is 10 cm and that of the pumps 15 cm. The
details of the calculation and the comparison with [27]
and [28] are found in Appendix A.

Figure 3. A computer simulation of a laboratory experiment
with Ne+ and Na+ ions. The voltage across the system is 25 V,
the density at the hot plate 4 × 1015 m−3, and the temperature
at the hot plate kBT = 1 eV. (a) The electric field in a z − t
diagram for z ≥ 2.3 m. (b) Current density scaled to the position
of the hot plate (z = 3 m). (c) Electric field E1 at z1 = 2.85 m.
(d) Electric field E2 at z2 = 2.7 m. (e) Plasma density n1 at
z1 = 2.85 m. The coordinates z1 and z2 are indicated by the
black lines in panel (a).

4.2. Simulation results

Results from a simulation of the proposed experiment
are shown in figures 3, 4, and 5. The density at the
hot plate side (z = 3 m) is 1 × 1015 m−3 and the
temperature kBT = 1 eV. The discharge source is
kept at a potential of 0 V and the hot plate at −25 V.
It is seen in the z − t diagram of the electric field
in figure 3(a) that a double layer forms at the hot
plate and moves toward lower z, where the magnetic
field is weaker. The double layer is then disrupted,
and subsequently a new one forms near the hot plate.
This behaviour is analogous to that of the downward
current region shown in figure 2. The same is true
of the current density shown in figure 3(b). The
current density oscillates around a mean value, and
the principal period of the oscillations is that of the
recurrence period of the double layer formations. Also
the electric field and plasma density at z = z1 = 2.85 m
shown in figures 3(c) and 3(e) have the same properties
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Figure 4. The state at t = 105µs of the simulation run shown
in figure 3. (a) Plasma potential as a function of z. (b) Densities
as functions of z. The thick blue curve shows the plasma density.
The thin solid curves show Ne+ ions (red) and electrons (blue)
from the discharge end of the system. The dashed curves show
Na+ ions (red) and electrons (blue) originating from the hot
plate. (c)–(f ) Phase space densities for (c) electrons from the
discharge; (d) Ne+ ions from the discharge; (e) electrons from
the hot plate; and (f ) Na+ ions from the hot plate. The colour
scales have been normalised so that integrals over all vz yield
ns/B. The unit for f(z, vz) is m−4 T−1 s. A video clip showing
the information in this figure for t ≤ 160µs is available online.

as the corresponding quantities in the simulations of
auroral field lines. The double layer passage can
be seen as a positive electric field at z = z1 in
figure 3(c), and, particularly around times of double
layer disruption, there are electric field oscillations at
high frequencies. The density at z = z1 increases after
a double layer passage, as z1 then is located in the
dense plasma emerging from the hot plate.

Figure 4 shows the situation at t = 105µs in the
same simulation run as that in figure 3. In figure 4(a)
the double layer is seen as the potential drop close to
the hot plate, where it had been formed just before,
and, as one can see in figure 4(a), it is moving in

Figure 5. Reformation of a double layer in the same simulation
run as in figures 3 and 4. The left column shows the plasma
potential, the middle column the phase space density of the
electrons from the hot plate, and the right column the phase
space density of Na+ ions from the hot plate for a succession of
times from t = 80µs to t = 115µs as indicated on each panel.
Only the range 2.5 m < z < 3 m is shown. The colour scales
have been normalised so that integrals over all vz yield ns/B.
The unit for f(z, vz) is m−4 T−1 s.

the direction of lower z values. The waves that are
generated by electron beam–plasma interaction on the
high potential side are seen in the potential curve and
in both the plasma density in figure 4(b) and the
electron phase space plots in panels (c) and (e). Phase
space holes are seen in both electron populations. In
figure 4(f ) Na+ ions are seen to be accelerated in the
double layer back toward the hot plate. Phase space
structures are also seen at z ≈ 2.7 m in panel (d) for
the Ne+ ions from the discharge, and a hole is seen
at that location in the Na+ population in panel (f ).
The hole formed in the turbulence of the double layer
disruption during the interval 90µs . t . 100µs.
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In order to illustrate the reformation figure 5
shows a sequence of plasma potential and phase space
densities for the species coming from the hot plate
from t = 80µs to t = 115µs. One difference
between the behaviour of the laboratory and space
plasmas is that there are more ion phase space
holes formed in the laboratory than in the space
environment. The laboratory ion populations in the
right column of figure 5 are more affected by wave–
particle interaction than are the ion populations in
space shown in figure 2(q–t). Ion acoustic waves are
heavily damped on auroral field lines, since there the
ion temperature is greater than or equal to the electron
temperature. In the proposed laboratory experiment,
ions and electrons coming from the Q-machine source
have equal temperature, while the Ne+ ions from the
discharge source are much colder than the electrons
due to charge-exchange collisions with the neutral gas
in the source itself. This enables wave activity on ion
timescales in the region where Ne+ is the dominating
ion species on the high potential side of the double
layer. Perturbations of the Ne+ ion populations are
seen in figure 4(d). Once waves on the ion time scale
are launched, these affect also the Na+ ions, which is
seen in figure 4(f ). The large ion perturbations in the
right column of figure 5 all appear on the high potential
side of the double layer. On the low potential side,
between the double layer and the hot plate, Na+ ions
dominate, the electron and ion temperatures are equal,
and there the ion beam–plasma interaction is similar
to the space case.

After the reformation of the laminar double layer,
for 100µs ≤ t ≤ 115µs, there is a potential minimum
at the foot of the double layer and an ambipolar
electric field is present on the low potential side.
In the lowermost left panel of figure 5 there is
approximately 0.6 V over 4 cm of the low potential side.
This ambipolar potential drop is on the order of the
voltage equivalent of the temperature at the hot plate
boundary, which in this simulation was kBT/e = 1 V.
A similar ambipolar potential drop is seen in the space
simulation in figure 2(d), where approximately 40 V
could be associated with the ambipolar field and the
temperature at the ionospheric boundary was 50 eV.

The amplitude of the high-frequency electric field
oscillations at z = z1 = 2.85 m during the double layer
disruption is approximately of the same magnitude as
the electric field in the double layer. The amplitude
of the electron time scale waves on the high potential
side of the double layer when it is in a laminar state,
for example when it passes z1 at t = 139µs, is much
lower. This is seen in figure 3(c) for 120µs . t . 135µs
when z1 was on the high potential side. In the same
interval the amplitude at z = z2 = 2.6 m reaches about
1 kV/m as seen in figure 3(d). In figure 3(a) the high-

Figure 6. Raised temperature at the right-hand boundary. The
figure shows the electric field in a z− t diagram for z ≥ 2.3 m in
a simulation of a plasma, where the temperature of the electrons
and Na+ ions from the hot plate is kBT = 2 eV. The other
parameters are the same as in the run shown in figures 3–5.

frequency oscillations have been suppressed by the low-
pass filtering that has been applied in postprocessing to
accomodate the full 160µs. In space the gap region is
much smaller than the distance over which the double
layer moves. Therefore both the high-frequency waves
and the double layer can be observed consecutively
at the same position. In the laboratory the sizes of
the gap and the region where double layers are found
are of the same order of magnitude, and observations
of electron timescale waves and laminar double layers
should be made at different positions.

In order to examine the effects of heating of the
low potential plasma, a simulation was run with an
increased temperature of the plasma emerging from
the hot plate. While the other parameters were kept
unchanged from the run presented in figures 3–5, the
temperature at the right-hand boundary was set to
kBT = 2 eV for both electrons and ions. A z − t
diagram of the electric field in this run is shown in
figure 6 for z ≥ 2.3 m. The only significant difference
between figure 6 and figure 3(a) is that the double
layer moves at a higher speed in figure 6, where the
temperature is higher. The hotter plasma expands
faster, and this allows the double layer to move faster.
What the exact velocity becomes is determined by the
interaction between the double layer and the expanding
plasma on its low potential side [8].

The results presented so far in this paper, and
all results in [22], have been for a sodium Q-machine
source and a discharge in neon. These species were
chosen because the sodium and neon ions have similar
masses, mNe = 20 u and mNa = 23 u. In space, above
altitudes of a few hundred kilometres, the dominating
ion species is H+. While it therefore is reasonable to
choose ions with similar masses, it is also interesting to
see what the consequences of a different choice would
be. Figure 7 shows an example of the results of a
simulation of an experiment where the magnetospheric
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Figure 7. In this simulation, the discharge ions are He+; the
potential of the hot plate is -10 V; and the temperature of the
electrons and Na+ ions from the hot plate is kBT = 2 eV. (a)The
electric field in a z − t diagram for z ≥ 2 m. (b)–(e) Phase
space densities at t = 100µs for (b) electrons from the discharge;
(c) He+ ions from the discharge; (d) electrons from the hot plate;
and (e) Na+ ions from the hot plate. The colour scales have been
normalised so that integrals over all vz yield ns/B. The unit for
f(z, vz) is m−4 T−1 s.

source was represented by a discharge in helium. The
ion were thus He+ and Na+. After the first double layer
disruption at t = 40µs in figure 7(a) ion timescale
waves with wavelengths on the order of centimetres
appear near the place where the double layer was
disrupted. They propagate slowly, but at the end
of the run at t = 160µs they fill the whole region
that repeatedly is traversed by double layers. There is
an increasing tendency toward multiple double layers
appearing simultaneously at different locations. The
waves are also seen in the ion phase space density
diagrams in figures 7(d) and (f ). We conclude that

these waves are a result of the difference in ion mass,
since they are absent in the simulation runs where the
ion masses are similar.

The presence of these waves also affect the
potential curve shown in figure 7(b). In the simulation
of space and in that of the experiment with similar
ion masses the potential curves are smooth on the
low potential side and dominated by the ambipolar
electric field, except during disruptions. In the He+–
Na+ setup, on the other hand, waves are seen at an
amplitude on the same order of magnitude as the
ambipolar potential drop. Nevertheless there is a
potential minimum at the foot of the double layer,
and thus the average field is similar to the ambipolar
field seen in the simulation of the experiment with
Ne+ and Na+ ions. Figure 7(b) shows the potential
for t = 100µs, and – as figure 7(a) shows – the low
potential plasma becomes more dominated by waves
for t > 100µs. Thus the average field may be difficult
to observe experimentally in the plasma with dissimilar
ion masses.

5. Conclusions

We have conducted simulations of both the downward
current region of the aurora and a proposed laboratory
experiment intended to model that part of space. In
both environments the voltage is carried by a double
layer that moves in the direction where the magnetic
field is weaker. The double layer is disrupted when
it reaches a point where the density of the electrons
entering from the low potential side becomes so low
that the Langmuir condition no longer can be satisfied.
Then a new double layer forms near the ionosphere
or, in the laboratory case, the hot plate. In both
systems, the current exhibits oscillations around a
mean value, and the fundamental period is the same
as that of the double layer reformation. In conclusion,
the large spatial scale, long timescale, behaviour is the
same in the laboratory as in space, and the proposed
experiment is a good model of the downward current
region. In fact, the agreement between the two systems
found here is better than that found in simulations of
the upward current region [22].

In the upward current region, ions coming from
the ionosphere are accelerated in a double layer and
travel upward as ion beams. When interacting with the
background plasma, these beams give rise to ion time
scale waves. The damping of these waves is strong in
the magnetosphere, because of the large ion to electron
temperature ratio. In the laboratory, the ions formed
in the discharge are much colder than the electrons,
which leads to the creation of large amplitude waves
through ion beam–plasma instabilities. However, it
was found that these instabilities could be avoided by
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adjusting the acceleration voltage so that the ion beam
speed is sufficiently different from the ion acoustic
speed [22]. In the downward current region, the ion
beams travel through the plasma that emerges from
the ionosphere, in space, or the hot plate in the
laboratory analogue. In both these plasmas the ion to
electron temperature ratio is close to unity, and that
is the reason for the better agreement in modelling the
downward current region.

In both the laboratory and in space, ions follow
the double layer on its low potential side moving in
the negative z direction. When the double layer is
disrupted and forms anew at high z these ions are left
on the high potential side of the newly formed double
layer. Some of them are accelerated toward higher z
in the new double layer and contribute to the heating
of the low potential plasma through ion beam–plasma
interaction. Those that remain on the high potential
side continue to move upward. In the space case, some
phase space perturbations can be seen in figures 2(s)
and 2(t). These ions are located in the region where the
dominating plasma populations have their respective
sources at z = 0. In the laboratory, this means
that the electron temperature is much larger than
the ion temperature, and therefore the ion timescale
perturbations are larger, and we see in figure 5 that
ion phase space holes are formed.

Perpendicular heating of the plasma, which is
an integral part of pressure-cooker models of the
downward current region, is not included in our
simulation model. Instead we have increased the
temperature of the ionosphere in space and the hot
plate in the laboratory as a boundary condition.
This yields conditions that are in agreement with
observations in space. In the laboratory, this particular
experiment has, so far, not been performed, but
temperatures in the range used here have been
measured in Q-machines. Running the simulations
with different hot plate temperatures we see that
the only significant difference between the results
is the speed of the double layer motion, and in
consequence also the time between successive double
layer formations.

In space, the dominating ion species is H+

above altitudes of a few hundred kilometres. In the
experiment the ions from the discharge and Q-machine
sources will be different. In order to keep the masses
of the ion species as similar as possible we have chosen
Ne+ and Na+, which have atomic masses 20 u and
23 u respectively, for most of the simulation runs.
One simulation run was performed with the Ne+ ions
replaced by He+. It was found that this gave rise to
ion time scale waves in the part of the machine that is
traversed by double layers. On the low potential side
of the double layer the potential is dominated by these

waves in the experiment with the helium discharge,
whereas it is dominated by a smooth ambipolar field
both in space and in the experiment with a discharge
in neon. To make the laboratory experiment a good
representation of the space environment the ions of
similar masses should be chosen.

6. Discussion

One purpose of laboratory experiments is to verify
theory. In situ observations in space can only be made
along the spacecraft trajectory. Even with multiple
spacecraft missions like Cluster it is unlikely that
the spacecraft configuration will allow simultaneous
measurements at more than two points on the same
auroral flux tube. Laboratory experiments offer the
advantage of simultaneous access to the whole system,
and the possibility of repeating the same experiment
many times. By creating an experiment that is
equivalent to that of the downward current region of
the aurora the theories used to explain the physics of
that part of space may be verified.

The laboratory experiment may also be used to
study aspects of the problem that are not included in
the present theoretical model. For example, there is
no perpendicular heating mechanism in the model we
use here. We circumvented this problem by increasing
the temperature at the boundary. Hwang et al. [29]
instead widened the distribution function in the µ
dimension in proportion to the energy density of the
parallel electric field. Both these methods produce
temperatures that are consistent with observations,
and they are adequate for studies of the large-
scale dynamics of the system. However, neither of
the methods reveals the microphysics of the heating
mechanism at work. A laboratory experiment that
naturally includes the relevant physics will offer the
opportunity to study heating processes in the low
potential plasma.

In the downward current region there is no simple
current–voltage relation. A series of simulations with
different voltages were shown to yield the same average
current in the VI < −100 V range, where VI is the
potential at the ionosphere, and the potential at the
equatorial magnetopause is zero as usual [8]. For the
upward current region there is a linear relationship
found theoretically [30, 31]. Similar results have
been seen in simulations, and when the voltage is
close to zero the current is also small [6]. Thus
we can identify two regimes of the current–voltage
relationship: one with a constant current current for
VI . −100 V and one with a current proportional to
VI for VI & 0. There must be a transition region
between these two regimes, and that region is not
covered by our simulations. Models of the downward
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current region with a constant current for VI values
below a certain negative voltage and proportional
relationship above it have been used in the past [32].
Our previous simulations have verified the part of such
a model where the voltage is sufficiently negative, but
the behaviour in the transition region remains to be
explored. It could in principle be studied using the
simulation model we have used here, but only at a high
computational cost. The time it takes the double layers
to move through the system and form anew increases
when |VI| decreases, and so does the time it takes to
establish an equilibrium current. It follows that the
system would have to be simulated over long periods
of time to address the low voltage behaviour. We
conclude that the proposed laboratory experiment is
more suitable than computer simulations in the study
of the current-voltage relationship for low voltages.

Satellites have observed Alfvén waves in the
auroral regions [33, 34]. Numerical studies have
shown that the contributions of these waves to the
electron acceleration may be enough to power the
aurora [35, 36]. Our simulation model is electrostatic,
and it does therefore not include Alfvén waves. The
proposed experiment is also limited to the study of
electrostatic aspects of the aurora. It is a small,
low density, device in comparison with those that
are used for Alfvén wave studies [37]. Both Alfvénic
and electrostatic aurora exist, and both have been
observed, separately and in combination, along the
same Cluster spacecraft trajectory [38]. To determine
which of the two regimes is the most important in
nature will require spacecraft observations. One may
envision that laboratory devices that include both
electrostatic and Alfvénic acceleration mechanisms
may be constructed in the future, but this is beyond
the scope of the experiment that is proposed here.
Furthermore, it is useful to study the electrostatic
effects in a dedicated experiment so that these can be
distinguished from Alfvénic phenomena.

There are still questions remaining within the
electrostatic framework for auroral acceleration. The
picture emerging from simulations of the kind
presented here is that of a dynamic return current
region, where double layers are in motion all the
time. In contrast, spacecraft data have sometimes
been interpreted in terms of quasi-static models where
the parallel electric field is supported by wave induced
resistivity [9, 39]. In theory it has been shown that
there is no stable equilibrium position for strong double
layers with the polarity of that in the return current
region [5], but what happens when the voltage is
so low that double layers do not form at all is yet
unknown. In our model, where the downward current
region is dynamic, there are current fluctuations that
increase with the applied voltage, but the mean value

of the current is voltage-independent over the voltage
range investigated [8]. Quasi-static models produce
a different current–voltage relationship [39]. In both
cases, the current–voltage relationship is different from
that of the upward current region. Even there the
current–voltage relationship problem is not completely
resolved. In some studies the agreement between
Knight’s relation and observations has been good
[40], but in others currents have been found that
were several times what that theory would predict
[41]. This could possibly be explained by the upward
current not being in a steady state in the cases used
in the latter study, indicating that the response of
each of the upward and downward current regions to
rapid changes in the boundary conditions remains a
worthwhile research topic.
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Appendix A. Neutral pressure

We have estimated the pressure in the main chamber of
the device shown in figure 1 in order to see if it can be
maintained at a level low enough to avoid collisional
damping of phase space holes. We assume that the
pressure in the discharge source is p1 = 40 mPa [18].
The pressures in the other two sections of the device
are p2 and p3, and the aperture cross sections are A1

and A2 as shown in figure 1. We take both apertures
to have the same diameter, 10 cm, each pump to have a
15 cm diameter, and we denote the pump cross section
Ap. We assume two such pumps to be mounted on
the main chamber and one on the small chamber
between the main chamber and the source. The neutral
flux through an aperture is proportional to its cross
section and the pressure difference between its two
sides. Equating the flux into each chamber, except
the source chamber, with that out of it we arrive at
this system of equations:

(p2 − p3)A2 = 2p3Ap (A.1)

(p1 − p2)A1 = (p2 − p3)A2 + p2Ap, (A.2)

where (A.1) describes flux continuity for the main
chamber and (A.2) for the chamber between the main
chamber and the source. With p1, A1, A2, and Ap

known, we solve for p2 and p3 and obtain

p2 =
p1A1 (A2 + 2Ap)

2A2Ap + (A1 +Ap) (A2 + 2Ap)
= 9.8 mPa,(A.3)
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p3 =
p1A1A2

2A2Ap + (A1 +Ap) (A2 + 2Ap)
= 1.8 mPa.(A.4)

Saeki et al. [27] examined collisional damping
of an electron phase space hole by “slowly increasing
the neutral pressure with helium”. In their Fig. 4,
the first sign of damping appears at p = 5.5 ×
10−4 torr = 73 mPa. For higher pressures damping
increases rapidly. Of the cases presented by Saeki, et al.
[27], the highest pressure at which no damping is seen
at all is p = 2.7 × 10−4 torr = 36 mPa. Our estimated
pressure p1 is smaller than that by a factor of 20.
For neon the collision frequency for elastic collisions
between electrons and neutral neon is about double the
one for helium [42], and that leaves us with a margin
of a factor of 10.

Pécseli et al. [28] examined the effect of charge-
exchange collisions on ion phase space holes by
conducting simulations with such collisions included.
Their conclusion was that “an ion vortex is damped
roughly within a collision period”. The total cross
section for collisions between Ne+ ions and neutral
neon is σ ≈ 5×10−19 m−2 [42]. This is the cross section
at about 5 eV, which is a reasonable approximation for
the ions in the ion holes. For higher energies the cross
section decreases. A pressure of p1 = 1.8 × 10−3 Pa
corresponds to a number density of N = 4.3×1017 m−3

at a neutral temperature of 300 K, and we obtain a
mean free path of λm = 1/(Nσ) = 4.6 m. The collision
frequency can be estimated by ν = v/λ, which is
ν = 1.5× 103 s−1 for 5 eV Ne+ions. The lowest plasma
density in the device is 1.0 × 1014 m−3, and thus we
have a lower limit of ωpi/ν = 2.0 × 103. Thus the ion
phase space holes should be able to exist for many ion
plasma periods before being damped away. For helium
the cross section is lower and the ion plasma period is
shorter, which would lead to a higher ωpi/ν value.

Appendix B. Magnetic configuration

The magnetic field used in these simulations is the
same as in [22], and it can be achieved by the coils,
drawn to scale in the figure 1(b), if a current of 100 A is
passed through the large diameter coils and the current
for the large coils with small inner diameter on the
right-hand side is 768 A. A square cross section with a
side of 1 cm is assumed for the conductor. The mirror
ratio is 25 with this design. The field is at its strongest
at the hot plate, where B = 0.5 T. Since this device has
not yet been built one could imagine a different design.
The purpose of the experiment is to mimic the plasma
on an auroral field line, where µ̇ = 0 holds very well.
Therefore, it is important that that approximation can
be made also for the experiment or else the systems
would be in different regimes of physics.

The relative change of B experienced by a particle

during one gyrational period can be estimated by

∆B

B
= vz

2π

ωc

1

B

dB

dz
=

2πmvz
eB2

dB

dz
. (B.1)

Apart from the obvious that too sharp B gradients
should be avoided, we see in (B.1) that the magnitude
of B, the ion mass, and to what parallel velocities
the ions are accelerated are aspects that must be
considered in the design.
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[20] Gunell H and Löfgren T 1997 Physics of Plasmas 4 2805–
2812
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